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4.4. Laplace Equation

Today we will discuss canonical form of elliptic equations
Up to lower order terms we found that canonical form is 

r2u = u
xx

+ u
yy

= 0

This equation is called Laplace equation                                     

More generally ☛ we will consider Laplacian in Rn

r2 =
nX

j=1

@

2

@x

2
j

and Laplace equation

r2u = 0

 Functions satisfying this condition are called harmonic functions

(4.4.168.)

(4.4.169.)

it is also extremely important in study of complex analysis
and besides theory of partial differential equations                   
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4.4. 1. Harmonics functions
Laplacian in polar coordinates is given byIn R2

r2 =
1

r

@
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✓
r
@
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n > 2and for

r2 =
1

rn�1
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✓
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@r

◆
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r2
⌦

r2

where is Laplace operator on unit spherer2
⌦ Sn�1

n = 3

r2
⌦ =

1

sin ✓

@

@✓

✓
sin ✓

@

@✓

◆
+

1

sin2 ✓

@2

@�2

we haveFor

(4.4.170.)

(4.4.171.)

(4.4.172.)

only on radial variable   r

f(x) = �(r) r = |x| =

vuut
nX

j=1

x

2
j

Let us seek a harmonic function 

wherei.e.

with property that it depends 

☛
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Lemma 4.4.1.

f(x) = �(r) r = |x|,x 2 RnIf where then

r2f(x) = �00(r) +
(n� 1)

r
�0(r)

Proof.

@r/@xj = xj/rSince we have

r2
f(x) =

nX

j=1

@

xj

h
x

j

r

�

0(r)
i

=
nX

j=1

"
x

2
j

r

2
�

00(r) +
1

r

�

0(r)�
x

2
j

r

3
�

0(r)

#

= �

00(r) +
n

r

�

0(r)� 1

r

�

0(r)

= �

00(r) +
(n� 1)

r

�

0(r) (4.4.174.)

(4.4.173.)
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Corollary 4.4.1.

is a radial function onIf f(x) = �(r) Rn

fthen r2f = 0 Rn
0

satisfies on  if and only if:

�(r) = a+ b r2�n n > 2

n = 2�(r) = a+ b ln r

for 

for

(i)

(ii)

where are constantsa, b

Proof.
From (4.4.174.) we have

�00(r)

�0(r)
=

1� n

r

ln [(�0(r)] = (1� n) ln r + ln c
Integrating once we get

or
�0(r) = c r1�n

where   is a constantc
One more integration gives desired answer

(4.4.175.)

(4.4.176.)

(4.4.177.)
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Next we seek harmonic functions that are products

and angular functionsfunctions R(r) ⇥(✓)

Then ☛ from (4.4.170.) in case we haven = 2

r2R00(r)⇥(✓) + rR0(r)⇥(✓) +R(r)⇥00(✓) = 0

r2R00(r) + rR0(r)

R(r)
= � ⇥̈(✓)

⇥(✓)
= k2

or separating variables

or

r2R00(r) + rR0(r)� k2R(r) = 0 and ⇥00(✓) = �k2⇥(✓)

We recognize first equation in (4.4.180.) as an Euler equation

(4.4.178.)

(4.4.179.)

(4.4.180.)

Solution is of form  with given by r� �

�(�� 1) + �� k2 = 0

� = ±kthat is

(4.4.181.)

of radial
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Recall that if

 two l.i. solutions are 

k = 0

r� = r0 = 1 r� ln r = ln r

We obtain

and

Rk(r) =

⇢
c1 + c2 ln r k = 0

c1 rk + c2 r�k k 6= 0

angular dependence is given by

⇥k(✓) =

⇢
c1 + c2 ✓ k = 0

c1 cos(k ✓) + c2 sin(k ✓) k 6= 0

where and are constantsc1 c2
Note that   can be real, imaginary, or complexk

If k = kr + iki then

rk = ek ln r
= ekr ln r

[cos(ki ln r) + i sin(ki ln r)]
As for examples in rectangular coordinates

(4.4.182.)

(4.4.183.)

(4.4.184.)

we recall some facts from elementary complex analysis
8Sunday, May 10, 15



Theorem 4.1.1.
Real and imaginary parts of a complex analytic function

Proof.
be analytic onLet

f(z) = f(x, y) = u(x, y) + iv(x, y) D ⇢ C
Then since   is analytic on    ☛ it is infinitely differentiable onf D D

u v
Furthermore ☛   and   satisfy Cauchy-Riemann conditionsu v

Therefore

v

ur2u = 0Consequently ☛             and    is a harmonic function

We can prove that    is harmonic in much same way

@

2
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2
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2
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@y@x
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2
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2

are harmonic functions

and thus   &   have (continuous) partial derivatives of all orders
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4.4.2 Spherical harmonics
Consider equationr2u = 0  in a spherically symmetric region 

r1  r  r2, 0  ✓  ⇡, 0  �  2⇡

We will use notation ⌦ = (✓,�) d⌦ = sin ✓ d✓ d�with
In these coordinates ☛ Laplacian is given by (4.4.171) & (4.4.172)
Assuming a solution of the form we obtain

R00 +
2

r
R0 � k2

r2
R = 0 and r2Y = �k2Y

constantk ⌘
It is easily seen that the solution of the angular part 

k2 = l(l + 1) l 2 Nwith

Here ☛ Y (⌦) = Ylm(⌦) is spherical harmonic of order l

�r2
⌦Ylm(⌦) = l(l + 1)Ylm(⌦), �l  m  l, l = 0, 1, . . .

with

Ylm(⌦) = (�1)

(m+|m|)/2

s
(2l + 1)(l � |m|)!

4⇡(l + |m|)! P |m|
l (cos ✓) eim�

(4.4.187.)

(4.4.188.)

(4.4.189.)

is bounded and single-valued only if 

u(r,⌦) = R(r)Y (⌦)
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Ylm(⌦) are normalized eigenfunctions of r2
⌦

For this phase convention

Y ⇤
lm(⌦) = (�1)m Yl�m(⌦)

For l = 0, 1, 2

(4.4.190.)

§3.4] La ecuación de Helmholtz en coordenadas esféricas 145

!Ejemplos Vamos a considerar ahora algunos ejemplos sencillos de armónicos esfé-
ricos asociados a ℓ = 0,1,2:

Cuando ℓ = 0, tenemos m = 0. Ahora P0,0 = 1 y la constante de normalización
es c0,0 = 1/

√
4π . Por tanto,

Y0,0(θ,φ) =
1√
4π

.

La gráfica correspondiente es

Si ℓ = 1 podemos tener tres casos: m = −1,0,1. Debemos evaluar las funciones
de Legendre P1,0 y P1,1. Acudiendo a la fórmula (3.17) obtenemos

P1,0(ξ) =
d

d ξ
(ξ2 − 1) = 2ξ,

P1,1(ξ) =
√

1− ξ2 d2

d ξ2 (ξ
2 − 1) = 2

√

1− ξ2.

Por ello,

Y1,0(θ,φ) =
√

3
4π

cosθ,

Y1,1(θ,φ) = −
√

3
8π

senθ eiφ, Y1,−1(θ,φ) =
√

3
8π

senθ e− iφ.

A continuación representamos las superficies r =
∣

∣Yl,m(θ,φ)
∣

∣ para estos armó-
nicos esféricos

Ecuaciones Diferenciales II
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146 Métodos de separación de variables y desarrollo en autofunciones [Capítulo 3

ℓ = 1

∣

∣Y1,0(θ,φ)
∣

∣

∣

∣Y1,±1(θ,φ)
∣

∣

Para ℓ = 2 es fácil obtener

Y2,0(θ,φ) =
√

5
16π

(−1+ 3 cos2 θ),

Y2,1(θ,φ) = −
√

15
8π

senθ cosθ eiφ, Y2,−1(θ,φ) =
√

15
8π

senθ cosθ e− iφ,

Y2,2(θ,φ) =
√

15
32π

sen2 θ e2 iφ, Y2,−2(θ,φ) =
√

15
32π

sen2 θ e−2 iφ.

Siendo las correspondientes gráficas
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ℓ = 2

∣

∣Y2,0(θ,φ)
∣

∣

∣

∣Y2,1(θ,φ)
∣

∣

∣

∣Y2,2(θ,φ)
∣

∣

Por último, como ejercicio dejamos el cálculo de

Y5,3(θ,φ) = −
1

32

√

385
π
(−1+ 9 cos2 θ) sen3 θe3 iφ

Cuya representación es

3.4.2. Resolución de la ecuación radial

Distinguimos dos casos según k sea nulo o no.

Si k = 0 la ecuación radial

r2R′′ + 2rR′ − ℓ(ℓ + 1)R = 0

Ecuaciones Diferenciales II

Figure 4.13: Spherical harmonics Ylm.

190

surfaces r = |Ylm(✓,�)|

look like this ☛

Z

S2

Ylm(⌦) Y ⇤
l0m0(⌦)d⌦ =

Z ⇡

0

Z 2⇡

0
Ylm Y ⇤

l0m0 sin ✓ d✓ d� = �ll0�mm0
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Equation for radial part is (as we have seen) of Euler type 

r�solution �and determined by �(�� 1) + 2�� l(l + 1) = 0

� = l � = �l � 1and

Product solution is therefore of form

R(r)Y (⌦) =
�
a rl + b r�l�1

�
Ylm(⌦)

Solutions which do not depend on     �
z

�
m = 0 l

l = 0

✓

u(r) = a+ b/r
The general solution takes form

u(r,⌦) =
1X

l=0

lX

m=�l


alm rl +

blm
rl+1

�
Ylm(⌦) (4.4.192.)

(4.4.191.)

For bounded solutions 
r1 = 0 ) blm = 0 while if r2 = 1 ) alm = 0if

are obtained only for        and are of form 
(i.e. invariants under rotations) 

while solutions independent of   and 
correspond to          with arbitrary 

(i.e. invariants under rotations about   -axis)     
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Example 4.4.1.
Consider problem of determining harmonic function u(r,⌦)

in the interior of a sphere of radius r2 = R

knowing their values on the surface u(R,⌦) = f(⌦)
Function must be of the form

u(r,⌦) =
1X

l=0

lX

m=�l

alm rl Ylm(⌦)

Boundary condition leads to

u(R,⌦) =
1X

l=0

lX

m=�l

almRlYlm(⌦)

which is series expansion of spherical harmonics of f(⌦)

Taking into account (4.4.190.) ☛ coefficients are given by

alm =
1

Rl

Z

S2

Y ⇤
lm(⌦) f(⌦) d⌦

(4.4.193.)

(4.4.194.)

(4.4.195.)
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f(⌦) = f(✓) ) alm = 0If m 6= 0for

and thus u(r,⌦) = cl r
l Pl(cos ✓0) cl = al0

p
(2l + 1)/(4⇡)with

f(⌦) = c ) cl = 0If l 6= 0for
(because of orthogonality of for  with ) Pl l 6= 0 P0 = 1

u(r,⌦) = c
In general ☛ using (4.4.16.) we obtain

u(r,⌦) =

Z

S2

" 1X

l=0

⇣ r

R

⌘l lX

m=�l

Ylm(⌦)Y ⇤
lm(⌦0)

#
f(⌦0) d⌦0 (4.4.196.)

To evaluate this series 

lX

m=�l

Ylm(⌦) Y ⇤
lm(⌦

0
) =

2l + 1

4⇡
Pl(cos ✓0)

(4.4.198.)

(4.4.197.)

cos(✓0) = n̂(⌦) n̂(⌦0
) = cos ✓ cos ✓0 + sin ✓ sin ✓0 cos(�� �0

)

n̂(⌦) = (sin ✓ cos�, sin ✓ sin�, cos ✓)with

where ✓0  is angle between directions determined by    and⌦ ⌦0

let us first introduce theorem of addition of spherical harmonics

and therefore 
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Equation (4.4.197.) reflects fact that first term is a scalar 

✓0 ⌦ ⌦0

In this case ☛ by choosing ⌦ = (✓,�) = (0, 0)
 and given that Pm

l (1) = �m0

it follows that Ylm(0, 0) = �m0Yl0(0, 0) =
p

(2l + 1)/(4⇡) so we obtain

(4.4.199.)
lX

m=�l

Ylm(0, 0) Ylm(⌦

0
) = Yl0(0, 0) Y

⇤
l0(⌦

0
) =

2l + 1

4⇡
Pl(cos ✓

0
)

(4.4.200.)

which leads to (4.4.197) as

(4.4.201.)with

Pl(cos ✓0) =
lX

m=�l

cm Ylm(⌦)

cm =

Z

S2

Y ⇤
lm(⌦)Pl(cos ✓0)d⌦ =

4⇡

2l + 1

Y ⇤
lm(⌦

0
)

✓0 = ✓0 ✓ = 0if

In addition  ☛ (4.4.197.) reflects fact that 
⌦, Pl(cos ✓0) is also eigenfunction of r2

⌦

 with eigenvalue �l(l + 1)
and therefore must be a linear combination of lYlm(⌦) with same

that depends only on angle     between    and 

as a function of 
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We must now evaluate series
1X

l=0

(2l + 1) (r/R)

l Pl(cos ✓0) r < Rwith

To this end we first introduce expansion

1

d(r,R, ✓0)
=

1X

l=0

rl

Rl+1
Pl(cos ✓0), for r < R

d(r,R, cos ✓0) =
p
R2

+ r2 � 2Rr cos ✓0with

Relation (4.4.202.) can be derived by noting that

(4.4.202.)

r, ✓0

and must therefore be of form 
1X

l=0

clr
lPl(cos ✓0)

first term of series is 3-dimensional harmonic function of (      )

✓0 = 0, d�1(r,R, 0) = (R� r)�1 = R�1
1X

l=0

(r/R)lFor cl = 1/Rl+1& so
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If we take derivative of (4.4.202) with respect to    we can write r
1X

l=0

l
rl

Rl+1
Pl(cos ✓0) = r

@

@r

1X

l=0

rl

Rl+1
Pl(cos ✓0) = � r(r �R cos ✓0)

(R2
+ r2 � 2Rr cos ✓0)3/2

combining this relation with (4.4.203.) we obtain

(4.4.203.)

(4.4.204.)

1X

l=0

(2l + 1) (r/R)

l Pl(cos ✓0) =
R2 � r2

(R2
+ r2 � 2Rr cos ✓0)3/2

Substituting(4.4.198) and (4.4.204.) into (4.4.197.) 

we arrive at the solution for interior of the sphere

u(r,⌦) =
R(R2 � r2)

4⇡

Z

S2

f(⌦0)

d3(r,R, ✓0)
d⌦0
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Example 4.4.2.
We consider now problem of determining the harmonic function 

on the outside of the sphere (r > R ) 

u(R,⌦)
From (4.4.193.) we see that if   is harmonic function then

v(r,⌦) =
R

r
u(R2/r,⌦) =

1X

l=0

lX

m=�l


alm

R2l+1

rl+1
+ blm

rl

R2l+1

�
Ylm(⌦)

is also  harmonic as it is of form (4.4.192.)

and satisfies boundary condition v(R,⌦) = u(R,⌦)

if   is defined foru r < R then   is defined for r > Rv

Therefore ☛ the solution for outside of the sphere is

v(r,⌦) =
R(r2 �R2)

4⇡

Z

S2

f(⌦0)

d3(r,R, ✓0)
d⌦0 (4.4.206.)

knowing their values on surface
u

18Sunday, May 10, 15



(4.4.207.)

Consider boundary value problem⇢
r2u(x) = h(x) in ⌦

u(x) = f(x) on @⌦

4.4.3 Green function for Laplace operator

⌦ ⇢ Rnwhere is a normal domain  

(i) boundary 
that is a bounded domain such that: 

@⌦ consists of a finite number of smooth surfaces
any straight line parallel to a coordinate axis(ii)

@⌦ at a finite number of points 
with @⌦

(4.4.208.)

Let          be a fixed point in D ⇢ R2and let be a variable point

Let    be distance fromr x to

⇢
r2G = �(r) in ⌦

G = 0 on @⌦

Solution of (4.4.207) can be written in terms of Green function

satisfying ☛

or has a whole interval in common 
either intersects

~⇠x = ~x

r =

vuut
nX

j=1

(xj � ⇠j)2~⇠ ☛
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(4.4.209.)

To obtain explicit form of u(x)we make use of Gauss theorem

 and write Green's first identity

with vector field 
Left side is a volume integral over (  -dimensional) volume n ⌦
right side is surface integral over boundary of volume⌦
Closed manifold is quite generally boundary of 

outward-pointing normals

@⌦

@⌦

⌦

oriented by
n̂ field of boundaryis outward pointing unit normal

Interchanging    with    and subtracting givesG u

(4.4.210.)

Green's second identity

and

Z

⌦

~r .F dV =

Z

@⌦
F . n̂ dA

Z

⌦
(Gr2u+ ~ru .~rG) dV =

Z

@⌦
G(~ru . n̂) dA

F = G~ru

Z

⌦
(ur2G�Gr2u) dV =

Z

@⌦
(u~rG�G~ru) . n̂ dA
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Substituting (4.4.207.) and (4.4.208.) into Green's second identity 

(4.4.211.)

rearranging we obtain

If we can find    that satisfies (4.4.208)  ☛ we can use (4.4.211) G

(4.4.210.)

u(x)to find the solution       of boundary value problem (4.4.207.)

To find Green's function for a domain 

 leads to ☛

D ⇢ Rn

fundamental function that satisfies  we first find r2K = �(r)

u(x)�
Z

⌦
G h dV =

Z

@⌦
f ~rG . n̂ dA

u(x) =

Z

⌦
G h dV +

Z

@⌦
f ~rG . n̂ dA

=

Z

⌦
G h dV �

Z

@⌦
f

@G

@n̂
dA
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In terms of these solutions we define fundamental solutions 
by

!nwhere

(4.4.212.)

(4.4.213.)

denotes surface area of unit sphere in Rn

 that is ☛ !n =
2⇡n/2

�(n/2)
In general ☛ Green's function for a region    can be obtained⌦

⌦i.e. r2v = 0 in
to fundamental Green's function for complete space ☛ 

 such that sum satisfies boundary condition x 2 @⌦if
Of course ☛    does not need be harmonic outside ⌦v

We illustrate this idea with some specific examples

G(x, ~⇠) = 0

K(x, ~⇠)
by adding a harmonic function v(x, ~⇠)

K(x, ~⇠) =

8
<

:
� 1

2⇡ ln |x� ~⇠| n = 2
1

(n�2) !n

���x� ~⇠
���
2�n

n � 3

for Laplace equation with pole at 
x = ~⇠

n � 3forRn
0is harmonic in and r2�n

We have already seen that ln(r = |x|) is harmonic in R2
0
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Example 4.4.3.
Consider Dirichlet problem for upper half-plane in R2

⇢
r2

u(x, y) = 0 R2
+ = {(x, y) : x 2 R, y > 0}

u(x, 0) = f(x) x 2 R
Green function G(x, ~⇠)

x = (x, y), ~⇠ = (x0
, y

0)
on   -axis must cancel (y = 0)

This can be achieved using method of images 
~

⇠ = (x0
, y

0)to point source at with charge 1 
~

⇠

⇤ = (x0
,�y

0)  with charge �1

(4.4.214.)

placing in addition 

another (virtual) at 

Therefore, if we can find G that satisfies (4.4.207), we can use (4.4.211) to
find the solution u(x) of the boundary value problem (4.4.206).

To find the Green’s function for a domain D ⇤ Rn, we first find the
fundamental function that satisfies �2K = �(r). We have already seen that
ln(r = |x|) is harmonic in R2

0 and r2�n is harmonic in Rn
0 , for n ⇥ 3. In terms

of these solutions we define the fundamental solutions for Laplace equation
with pole at x = � by

K(x, �) =

�
� 1

2� ln |x� �| n = 2
1

(n�2) ⇤n |x� �2|2�n n ⇥ 3
, (4.4.212)

where ⇤n denotes the surface area of the unit sphere in Rn, that is

⇤n =
2⇥n/2

�(n/2)
. (4.4.213)

In general, the Green’s function for a region ⇥ can be obtained by adding a
harmonic function v(x, �) (i.e. �2v = 0 in ⇥) to the fundamental Green’s
function for the complete space, K(x, �), such that the sum satisfies the
boundary condition G(x, �) = 0 if x ⌅ �⇥. Of course, v does not need be
harmonic outside ⇥. We illustrate the idea with some specific examples.

8.2. FUNDAMENTAL SOLUTIONS AND GREEN’S FUNCTIONS 15

Example 8.2.2. Green’s Function for Half-Plane: Consider the Dirichlet problem for
the upper half-plane in R2.

∆u(x, y) = 0, R2
+ = {(x, y) : x ∈ R, y > 0},

u(x, 0) = f(x), x ∈ R.

Just as in the previous example we construct a Green’s function using the method of images.
To this end, let ξ = (x0, y0) be a point in R2

+. Then the reflection through through the plane
y = 0 (i.e., the boundary of R2

+) is ξ∗ = (x0,−y0).

ξ = (x0, y0)

ξ∗ = (x0, −y0)

y

x

Method of Images for the Sphere

By the method of images we seek the Green’s function in the form

G((x, y), (x0, y0)) =
1

2π

[
− ln

√
(x − x0)2 + (y − y0)2 + ln

√
(x − x0)2 + (y + y0)2

]

=
1

4π
ln

[
(x − x0)2 + (y + y0)2

(x − x0)2 + (y − y0)2

]
.

Clearly G is harmonic for (x, y) ̸= (x0, y0) and

G((x, 0), (x0, y0)) = 0.

−∂G

∂n

∣∣∣∣
y=0

=
∂G

∂y

∣∣∣∣
y=0

=
1

π

y0

((x − x0)2 + y2
0)

.

Therefore we expect that the solution for the Dirichlet problem in the upper half plane is
given by

u(x0, y0) =
y0

π

∫ ∞

−∞

f(x)

(x − x0)2 + y2
0

dx

Figure 4.14: The reflection through the plane y = 0 (i.e. the boundary of

R2
+) of the point � = (x⇥, y⇥) is �� = (x⇥,�y⇥).

Example 4.4.3. Consider the Dirichlet problem for the upper half-plane
in R2

�
�2u(x, y) = 0 R2

+ = {(x, y) : x ⌅ R, y > 0}
u(x, 0) = f(x) x ⌅ R

. (4.4.214)

201

x
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(4.4.216.)

(4.4.217.)

Clearly ☛ is harmonic for (x, y) 6= (x0
, y

0)G
and satisfies

G ((x, 0), (x0
, y

0)) = 0
Normal derivative at y0 = 0 is

@G

@n

����
y0=0

= �@G

@y

0

����
y0=0

= � 1

⇡

y

(x� x

0)2 + y

2

Solution for Dirichlet problem in upper half-plane is then given by 

u(x, y) =

Z 1

�1

@G(x, ~⇠)

@y

0

�����
y0=0

f(x0)dx0

=
y

⇡

Z 1

�1

f(x0)

(x� x

0)2 + y

2
dx

0

G(x, ~⇠) =
1

2⇡

n

ln
h

p

(x� x

0)2 + (y + y

0)2
i

� ln
h

p

(x� x

0)2 + (y � y

0)2
io

=
1

2⇡
ln

"

p

(x� x

0)2 + (y + y

0)2
p

(x� x

0)2 + (y � y

0)2

#

Green function is found to be

(4.4.215.)
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u(x1, . . . , xn) =

Z 1

�1
d⇠1 . . .

Z 1

�1
d⇠n�1

@G(x, ~⇠)

@⇠n

�����
⇠n=0

f(⇠1, . . . , ⇠n�1)

=
2xn

!n

Z 1

�1
d⇠1 . . .

Z 1

�1
d⇠n�1 f(⇠1, . . . , ⇠n�1)

⇥ 1

(x1 � ⇠1)2 + · · ·+ (xn�1 � ⇠n�1)2 + x

2
n

(4.4.218.)

If more generally 

x = (x1, . . . , xn)
~⇠ = (⇠1, . . . , ⇠n)and
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Example 4.4.4.
 Consider Dirichlet problem⇢

r2u(x) = 0 B3(0, R)
u(x) = f(x) S2(0, R)

where is the ball of radius    centered at the origin

is its 2-dimensional spherical boundary

B3(0, R) R

S2(0, R)
By placing a +1 charge at ~⇠ |~⇠| = ⇠ < Rwith

and a virtual charge �R/⇠ ~⇠ ⇤ = ~⇠R2/⇠2at

|~⇠ ⇤| = ⇠⇤ = R2/⇠ > Rwith

we obtain G(x, ~⇠) =
1

4⇡


1

d
� R

⇠

1

d0

�

are distances from where 

(4.4.219.)

(4.4.220.)

d, d0 x

to ~⇠ ~⇠ ⇤and    :

(4.4.221.)d2 = r2 + ⇠2 � 2r⇠ cos ✓0 and d02 = r2 + ⇠⇤2 � 2r⇠⇤ cos ✓0

with and angle between    andr = |x| ✓0 x

~⇠

and
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Example 4.4.4. Consider the Dirichlet problem
⇧

⌃2u(x) = 0 B3(0, R)

u(x) = f(x) S2(0, R)
, (4.4.219)

where B3(0, R) is the ball of radius R centered at the origin and S2(0, R) is
its 2-dimensional spherical boundary.

12 CHAPTER 8. ELLIPTIC EQUATIONS

Note that we have arrived at (8.2.9) assuming that the Dirichlet problem (8.2.8) has a
solution and G(x, �) exists. For special domains we shall construct G(x, �) explicitly and
verify that (8.2.9) is indeed a solution of the Dirichlet problem.

The function G(x, �) defined in (8.2.7) is called the Green’s Function for the Laplacian
in ⇥. Thus solving the Dirichlet problem (8.2.8) reduces to solving a very spcecial Diriclet
problem, namely,

�xw(x, �) = 0, x ⇥ ⇥\{�} for all � ⇥ ⇥, (8.2.10)

w(x, �) = K(x, �).

The advantage of dealing with this problem is that it lends itself to a physical interpretation.
In fact Green gave a “physical argument” for the existence of the Green’s function based
on the notion that G(x, �) describes the electrical potential inside a grounded conductor
due to a point charge located at �. The Green’s function vanishes for x ⇥ ⇥⇥ since the
conductor is grounded. Namely, consider S(0, R) as a perfecting conducting shell enclosing
a vacuum B(0, R), and let S(0, R) be grounded so the potential on S(0, R) is zero. Let a
negative charge be located at � ⇥ B(0, R). This will induce a distribution of positive charge
on S(0, R) to keep the potential zero, and G(x, �) is defined to be the potential at � induced
induced by the charges at x and on S. Unfortunately, to make this mathematically rigorous
is nontrivial.

This interpretation of the Green’s function provides the motivation for the Method of
Images. This is a technique for constructing G(x, �) based on the idea that one introduces
the appropriate charge at a point �� to cancel the electric potential on ⇥⇥ due to the charge
at �. We illustrate the idea with some specific examples.

Example 8.2.1. Green’s Function for B(0,R) � R3:

For � ⇥ ⇥, define �� =
�R2

|�|2 which is the symmetric point for � relative to the sphere

S(0, R).

R x

|� � x| |�⇥ � x|

�⇥

�

Method of Images for the SphereFigure 4.15: Method of images for the sphere.

By placing a +1 charge at ⇥, with |⇥| = ⇥ < R and a virtual charge �R/⇥
at ⇥ � = ⇥R2/⇥2, with |⇥ �| = ⇥� = R2/⇥ > R, we obtain

G(x, ⇥) =
1

4⇤

⇤
1

d
� R

⇥

1

d⇥

⌅
, (4.4.220)

where d, d⇥ are the distances from x to ⇥ and ⇥ �:

d2 = r2 + ⇥2 � 2r⇥ cos �0 and d⇥2 = r2 + ⇥�2 � 2r⇥� cos �0 , (4.4.221)

with r = |x| and �0 the angle between x and ⇥. In this way, if x is at the
border of the sphere, r = R, the triangle ⌅(0, ⇥,x) is similar to the triangle
⌅(0,x, ⇥ �), see Fig. 4.15, where ⌅(a, b, c) denotes the triangle with vertices
a, b, c. Therefore, d/d⇥ = ⇥/R and G(x, ⇥) = 0. If ⇥ ⇥ 0, then d ⇥ r and
d⇥ ⇥ ⇤, with ⇥d⇥ ⇥ R2, yielding

G(x,0) =
1

4⇤

�
1

r
� 1

R

⇥
. (4.4.222)

203

is similar to the triangle

 In this way ☛ if is at border of spherex r = R

the triangle 4(0, ~⇠,x) 4(0,x, ~⇠ ⇤)

4(a, b, c) with vertices where denotes triangle a, b, c

Therefore ☛ d/d0 = ⇠/R G(x, ~⇠) = 0

⇠ ! 0

and

If d ! rthen and d0 ! 1 ⇠d0 ! R2with

yielding G(x,0) =
1

4⇡

✓
1

r
� 1

R

◆
(4.4.222.)
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(4.4.223.)

(4.4.224.)

(4.4.225.)

(4.4.226.)

Similarly ☛ in case of a circle ⇢ R2

G(x, ~⇠) = � 1

2⇡


ln (d)� ln

✓
d0⇠

R

◆�

= � 1

2⇡
ln


dR

d0⇠

�

if ⇠ ! 0
G(x,0) = � 1

2⇡
ln

⇣ r

R

⌘

In both cases ☛ G(x, ~⇠) is of the form g(d)� g(d0⇠/R)
We compute normal derivative at ⇠ = R (d = d0 ⇠ = ⇠⇤ = R& )

@d

@⇠

����
⇠=R

= �@d0

@⇠

�����
⇠=R

=

R� r cos ✓0
d

where

@G(x, ~⇠)

@⇠

�����
⇠=R

= g0(d)


@d

@⇠
� ⇠

R

@d0

@⇠
� d

R

�

= g0(d)
2R2 � d2 � 2Rr cos ✓0

dR

= g0(d)
R2 � r2

dR
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In case of sphere ☛ g0(d) = �1/(4⇡d2)

u(R,⌦) = f(⌦)and so solution of (4.4.219.) with becomes

u(r,⌦) = �
Z

S2

@G

@⇠
f(⌦0) dA

=
R(R2 � r2)

4⇡

Z

S2

f(⌦0)

d3(R, r, ✓0)
d⌦0

u(r, ✓) = �
Z

S1

@G

@⇠
f(✓0) dA

=
R2 � r2

2⇡

Z 2⇡

0

f(✓0)

d2(R, r, ✓0)
d✓0

where we have taken dA = R2d⌦ ✓0and is given by (4.4.198.)

For two dimensional case ☛ g0(d) = �1/(2⇡d)
Solution to (4.4.219.) with u(R, ✓) = f(✓) becomes

where we have taken dA = Rd✓0 ✓0 = ✓ � ✓0and

-dimensional problem  is solved in a similar fashionn

(4.4.227.)

(4.4.228.)
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Gravity fields of Earth, Moon, and Mars have been described by 
Laplace series with real eigenfunctions

U(r, ✓,�) =
GM

R

(
R

r
�

1X

n=2

1X

m=0

✓
R

r

◆n+1

[CnmY l
mn(✓,�) + SnmY 0

mn(✓,�)]

)

Y l
mn(✓,�) = Pm

n (cos ✓) cos(m�)

Y 0
mn(✓,�) = Pm

n (cos ✓) sin(m�)

Coe�cient Earth Moon Mars

C20 1.083⇥ 10

�3
(0.200± 0.002)⇥ 10

�3
(1.96± 0.01)⇥ 10

�3

C22 0.16⇥ 10

�5
(2.4± 0.5)⇥ 10

�5
(�5± 1)⇥ 10

�5

S22 �0.09⇥ 10

�5
(0.5± 0.6)⇥ 10

�5
(3± 1)⇥ 10

�5

Satellites measurements  lead to

Example 4.4.5.
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FIG. 2. Nodal lines separating excess and deficit regions of sky for various (`,m) pairs. The top row shows the (0, 0) monopole,
and the partition of the sky into two dipoles, (1, 0) and (1, 1). The middle row shows the quadrupoles (2, 0), (2, 1), and (2, 2).
The bottom row shows the ` = 3 partitions, (3, 0), (3, 1), (3, 2), and (3, 3).

resolve structures on the sky down to 2-3�. A ground-
based observatory would do much worse, due to having
fewer events, and due to the absence of full-sky cover-
age. We note that the statistical error in angle estimated
here for EUSO is well-matched to the systematic angular
resolution error of EUSO, which is expected to be ⇠ 1�.

C. Anisotropy Measures

Commonly, a major component of the anisotropy is
defined via a max/min directional asymmetry,

↵ ⌘ I

max

� I

min

I

max

+ I

min

2 [0, 1] . (9)

A dipole (plus monopole) distribution is defined by a
dipole axis and an intensity map given by I(⌦) / 1 +
A cos ✓, where ✓ is the angle between the direction of
observation, denoted by ⌦, and the dipole axis. This form
contains a linear combination of the Y

1m’s. In particular,
a monopole term is required to keep the intensity map
positive definite. One readily finds that the anisotropy
due to a dipole is simply ↵D = A.

A quadrupole distribution (with a monopole term but
without a dipole term) is similarly defined, as I(⌦) /
1 � B cos2 ✓. In the frame where the ẑ axis is aligned
with the quadrupole axis, the quadrupole contribution
is composed of just the Y

20

term. In any other frame,
this Y

20

is then related to all the Y
2m’s, by the constraint

of rotational invariance of the C`’s mentioned above. In
any frame, one finds that the anisotropy measure is ↵Q =
B

2�B , and the inverse result is B = 2↵
1+↵ .

Sample sky maps of dipole and quadrupole distribu-
tions are shown in Fig. 3 for both full-sky acceptance

and for Auger’s acceptance, along with the actual and
reconstructed symmetry axes.

IV. RECONSTRUCTING SPATIAL MOMENTS

A. Reconstructing a Dipole Moment

Dipoles excite the specific spherical harmonics corre-
sponding to Y

1m, with the three Y

1m’s proportional to
x̂, ŷ, and ẑ. A dipolar distribution is theoretically mo-
tivated by a single distant point source producing the
majority of EECRs whose trajectories are subsequently
smeared by galactic and extragalactic magnetic fields.
With full-sky coverage it is straightforward to recon-

struct the dipole moment so long as the exposure function
is always nonzero (and possibly nonuniform). For the
full-sky case (EUSO), we use the description described
in [16], which even allows for a nonuniform exposure,
provided that the exposure covers the full-sky.
Reconstructing any anisotropy, including the dipole,

with partial-sky exposure is challenging. One approach
for dipole reconstruction is that presented in [19]. We
refer to this approach as the AP method. We note that
this AP approach becomes very cumbersome for recon-
structing the quadrupole and higher multipoles. Another
approach for reconstructing any Y`m with partial cover-
age is presented in [20], which we refer to as theK-matrix
approach. For the dipole with partial-sky coverage, we
compare these two approaches to determine which opti-
mally reconstructs a given dipole distribution. Our re-
sult is seen in Fig. 4. We consider 500 cosmic rays with a
dipole distribution of magnitude ↵D,true = 1 oriented in a
random direction. Using Auger’s exposure map, we then
reconstruct the strength of the dipole using each method.

Nodal lines separating  regions of sphere               

Top row shows (0, 0) monopole 

for various (l, m) pairs 

Bottom row shows the l = 3 partitions, (3, 0), (3, 1), (3, 2), and (3, 3)
Middle row shows quadrupoles (2, 0), (2, 1), and (2, 2) 

and partition of sphere into two dipoles (1, 0) and (1, 1) 
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